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I. Introduction 
Intonation has a great significance role in the 
field of linguistic and speech research 
technology, the comprehensive study to the 
pitch of continuous speech is useful to both 
phonetic study and to the improvement of the 
naturalness of speech synthesis and it is also 
important in improving the correctness of 
speech recognition. In order to improve the 
naturalness of synthesized speech is a major 
task in nowadays in speech engineering project. 
The fundamental task for it is to have a clear 

understanding on the pitch pattern of natural 
speech. A speech database is an important 
resource for speech processing [1]. In recent era 
the corpus development has been boomed for 
many languages such as English, Assamese, and 
Bodo. In Bodo, the research and development of 
information processing has made considerable 
progress, and the key to the development lies in 
building and sharing resource. Speech corpora 
construction is of great importance in language 
information processing, speech synthesis and 
speech recognition. To list some, there are, a 
spontaneous conversation corpus, a Assamese 
speech corpus with four regional accents, an 
undergraduate Mandarin speech database for 
speaker recognition research, and a Assamese 
conversational corpus for spontaneous speech 
recognition, etc. However, there is still no 
corpora specialized for research on Assamese 
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functional and emotional into nation. In this 
paper, the development of a Database of 
Functional and Emotional Intonation in 
Assamese is described, including data collection 
and labeling. 
II. Database Development 
Normally there are two kinds of speech 
database i.e. read speech database and 
spontaneous speech database. In the first, 
speakers are asked to read out the specified 
texts, so the naturalness of the voice is not high 
and for the second, the voice of the speakers 
could be more natural. To improve the 
naturalness of synthesized speech is a major 
task in nowadays speech engineering project. 
Telephone conversations or free talks among 
friends are natural, but it is hard to have a great 
variety of emotional utterances in these kinds of 
conversations or talks but the collection of 
emotional speech is a great problem in corpus 
construction. An important point is that 85% of 
all the data in the corpus has tagged as 
“neutral”, which indicates the difficulty of 
collecting spontaneous and diverse emotional 
speech. There are various emotional 
conversations in movies and TV. Therefore, 
Assamese corpus is developed on the basis of 
movie and TV play conversations. 
A) Video Collection  
There are various Assamese video available in 
video shops, but for our project, there are some 
criteria in picking suitable video. Firstly, only 
those in standard Assamese, i.e. in Mandarin, 
are used. As Assamese corpus is focused on the 
intonation of standard Assamese .Secondly, 
only those on modern life themes are used, with 
those on historical stories rejected. In the 
historical movies and TV plays, some of the 
characters. Thirdly, some of the serial TV plays 
include dozens of episodes. In this case, only 
one episode is used. There should be a great 
variety of themes to ensure that all kinds of 
functions, emotions and speaking styles are 
covered. Besides this, the intonation database 
should include different characters, like 
workers, assistants, engineers, clerks, taxi 
drivers, teachers, etc. to ensure the variability of 
speaking styles. The relationship between the 
characters may also affect the speaking styles. 
For example, there are relations like boss and 

employee, friends, father and son, doctor and 
patients. What is more, people tend to speak 
differently at different locations. For example, 
the speaking style at a company meeting may be 
different from that at home. Therefore, in video 
collecting, there should be a great variety of 
themes. The number and length of collected 
movie and TV plays for Assamese corpus are 
shown in Table1.  
Theme  Movie TV Length  
Action 7 7 14 
Affection 8 7 15 
Family  6 7 13 
City life 3 12 15 
Biography  1 9 10 
Comedy  7 3 10 
War  3 8 11 
Legend  10 12 22 
Total  45 65 110 

Table 1: Number of Movie & TV play 
B) Format Transfer 
At the time of collection of videos, they are 
transferred to audio format. In this research, the 
audio is saved as wav file, mono, with a 
sampling rate of 4.41 KHz, in an other folder. 
The audio files keep the same file names as the 
video, with different extension, and their 
lengths are exactly the same. In case of a movie, 
sometimes the characters and scenes change 
quickly, and it is hard to detect this only by 
listening to the audio. In this case, the video 
may help us know the right speaker of an 
utterance and the exact situation. 
C) Utterance segmentation 
The audio files are usually very long, more than 
one and a half hours for a movie and about 40 to 
50 minutes for an episode of TV play. The 
software used for operating them in this project 
is Praat, with which long sound files can be 
opened by long sound file. When the sound file 
is open, utterances can be selected. An utterance 
is defined here as a complete unit of speech, 
ranging from a single word to a long 
uninterrupted chunk of speech. In this project, 
one of the aims is to collect functional into 
nations, so the expressive completeness of an 
utterance is taken into consideration when 
segmenting it. Therefore, in most cases, an 
utterance corresponds to a sentence. In a movie 
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or TV play, there is sometimes music or noise 
in the background while the character is 
speaking. These utterances should be rejected. 
Only the comparatively clear sound can be 
picked. Fig. 1 shows two examples of 
utterances, with that in Fig. 1 clear and that in 
Fig. 2noisy. Besides waveform, judgment can 
be also made by observing the spectrogram. A 
usable utterance should meet the following two 
criteria. Firstly, in the wide-band spectrogram, 
syllable boundaries should be detectable. 
Secondly, in the narrow-band spectrogram, 
fundamental frequency and harmonics should 
be detectable. If an utterance meets these 
criteria, the syllable boundaries can be marked 
and its pitch can be obtained. 
 

 
Fig 1: Clear sound 

 
Fig 2: Noisy sound. 
If an utterance is usable, it will be selected and 
saved as a separate wave file. 
III. Assamese language:  
The Assamese (������)[17]language basically 
is an Eastern Indo-Aryan language. It is the 
mostly used and official language of Assam. 
Some part of Arunachal Pradesh, Nagaland and 
some other northeast Indian states speaks 
Assamese language. A Small part of Assamese 
speakers can be found in Bangladesh. The sister 
language of Assamese languages include 
Bengali, Oriya, Maithili, Chittagonian, 
Sylhetiand Bihari languages. The Assamese 
language has its own script.  Assamese Vowels 
can either be independent or dependent upon a 

consonant or a consonant cluster. The word 
Assamese is an English formation built on the 
same principle as Sinhalese or Canarese. The 
Assamese language has eight vowels, ten 
diphthongs, and twenty-one consonants. The 
vowels and consonants of Assamese language 
are shown below.  

 
 

IV. Information Recording 
Our experiment is aimed at collecting various 
intonations, expressing different functions and 
emotions. The relevant information includes the 
following. 
A) Type of the video 
This records whether the video is a movie or a 
TV play. 
B) Name of the movie or TV play 
This records the source of the utterance. 
C) Theme of the movie or TV play 
D) Character 
The name of the speaker is recorded.  
E) Gender of the character 
The gender of the character is recorded. 
F) Profession of the character 
This records the character’s profession. 
G) Relationship between the speaker and the 
listener 
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The relationship of the speaker and the listener 
is recorded, such as teacher to student, father to 
son. 
IV. Pitch Extraction 
In the experiment pitch extraction is also has 
done. As the signal to noise ratio (SNR) is not 
very well for some utterances, the extraction is 
sometimes not very well either. In this case, 
manual correction is done by viewing the 
narrow-band spectrogram.  
V. Labeling 
A) Syllable and prosody labeling 
The speech transcription is crucial for 
determining voice segments within a speech 
database because it describes the various 
linguistic phenomena in the audio waveform by 
written text or symbols. Normally, corpus 
speech is labeled in different tiers.  In this 
project, two tiers of labeling are done, that is, 
syllable tier and prosody tier.  
B) Function labeling 
The functional types are labeled in this 
experiment. Generally speaking, there are 
functionally fourmaj or types of sentences, 
statement, question, command and exclamation.  
C) Emotion labeling 
In case of movie and TV play conversations, 
some of the utterances are apparently not 
emotional, which is labeled “neutral”. But in 
certain situations, the characters’ utterances are 
obviously emotional. For these utterances, the 
emotions they conveyed will be labeled 
accordingly. 
VI. Research on Functional Intonation 
In Assamese, different functions may be 
expressed by different intonations. For example, 
the following sentence,(3) Rahit Das. It’s 
Saturday. If the pitch in (3) falls to a very low, 
then it is as statement. But if the end of the pitch 
is not very low, the sentence is a question, or a 
doubt. 
VII. Research on Emotional Intonation 
Much of the research work has been done to 
examine how vocal emotions are encoded, from 
which we know that emotional meanings in the 
voice are conveyed by changes in several 
acoustic parameters of speech, including to 
fundamental frequency, duration, rhythm, and 
different aspects of voice quality. The fact that 
most of the researchers have measured changes 

in pitch, intensity, and speech rate implies that 
these parameters are critical features of 
emotional expressions. In particular case, a 
speaker’s pitch level, pitch range, and speech 
rate appear to differentiate among discrete 
emotion categories in both acoustic and 
perceptual terms. For example, expressions of 
sadness tend to be produced with a relatively 
low pitch and slow speaking rate, whereas 
expressions of anger and happiness tend to be 
produced with a moderate or high mean pitch 
and fast speaking rate. 
VIII. Functional and Emotional Recognition 
The most usage of any speech corpora is for 
training a speech recognizer [1]. When we listen 
to any speech, we can recognize the speaker’s 
interactive function and emotional state. Since 
the human speech conveys the speaker’s 
interactive intention and emotional state. A 
given emotion is considered as a result of the 
interaction among acoustical, psychological, 
and physiological features. Emotion is 
experienced at a time when something 
unexpected happens, arising suddenly in 
response to a particular event [16]. For natural 
human-machine interaction, there is a 
requirement of machine based functional and 
emotional intelligence. For satisfactory 
responses to human interactive functions and 
emotions, computer systems need accurate 
function and emotion recognition and that 
correct recognition of human interactive 
function and emotion improves efficiency of 
human-machine interaction. 
IX. Conclusion 
Throughout this paper, the design and 
development of a database of functional and 
emotional intonation in Assamese is described. 
The main purpose of our database is to work as 
a resource for studying functional and 
emotional intonation and its recognition and 
synthesis. It is based on conversations from 
movies and TV plays of about 100 hours, with 
utterances segmented, information recorded and 
besides this, syllable and prosody annotation is 
done and pitch is extracted and manually 
corrected. The database contains large number 
of utterances and their transcriptions, pitch 
values, etc. by various speakers. It will be 
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applicable for functional andemotional 
intonation studying. 
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